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Abstract—Energy efficiency is of vital importance for tele-
communications equipment in future networks, especially
battery-constrained mobile devices. In the long term evolution-
Advanced (LTE-Advanced) network, the carrier aggregation
(CA) technique is employed to allow user equipment (UE) to use
multiple carriers for high data rate communications. However,
multi-carrier transmission entails increased power consumption
at user devices in uplink networks. In this paper, we propose a
new dynamic carrier aggregation (DCA) scheduling scheme to
improve the energy efficiency of uplink communications. Two
scheduling methods, i.e., serving the longest queue (SLQ) and
round-robin with priority (RRP), are designed to reduce transmit
power while maximizing the utilization of wireless resources. The
proposed scheme is analyzed in terms of both the data rate
and energy conservation. We build an ideally balanced system
(IBS) to investigate the performance upper bound of the DCA
scheme, and derive closed-form expressions. Simulation results
demonstrate that the proposed scheme can not only enhance the
energy efficiency but also perform closely to the optimal IBS.

Index Terms—Energy efficiency, carrier aggregation, carrier
scheduling, LTE-Advanced.

I. INTRODUCTION

ENERGY efficiency in wireless networks is one of the
major challenges for future information and communica-

tion technologies. To meet the demand of increasingly higher
quality of service (QoS) requirements, more rapid data rates
are expected, resulting in much higher energy cost at both
user devices and base stations. However, slow advances in
battery technologies mean that mobile devices can hardly deal
with high energy consumption caused by increasingly popular
mobile multimedia services [1]. For battery-constrained mo-
bile terminals, uplink power consumption dominates the power
budget for data transmission. As a consequence, reducing the
uplink signal processing complexity and transmit power is
indispensable in future wireless networks.
Aggregating frequency spectrum is one of the viable tech-

niques to enhance data rates. Wide bandwidth, i.e., up to 100
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MHz, is required for the long term evolution-Advanced (LTE-
Advanced) network to support high data rates [2]. As a result,
carrier aggregation (CA) is employed by the 3rd Generation
Partnership Project (3GPP) as a solution to bandwidth exten-
sion [3]. User equipment (UE) may simultaneously receive or
transmit data on one or multiple component carriers (CCs). In
the 3GPP Rel-8 specifications [4], each UE uses only one CC
to communicate at one time. The energy cost and signalling
overhead at the Rel-8 UEs are considerably reduced by not
having to support bandwidths wider than 20 MHz. However,
the UEs of Rel-10 can use multiple aggregated CCs to improve
throughput inevitably with higher power consumption [5].
In the literature, several studies evaluate the issue of energy

efficiency in uplink networks. The authors in [6] develop
low-complexity energy-efficient link adaption and resource
allocation schemes for uplink OFDMA systems. The average
energy efficiency contours for single carrier uplink channel
are analyzed in [7]. The problem of non-cooperative resource
allocation in multi-cell uplink OFDMA systems is considered
in [8] with respect to power conservation. Closed-form ap-
proximation of the energy efficiency versus spectral efficiency
trade-off for the uplink systems is studied in [9] and [10]. To
date, the studies of carrier scheduling and aggregation mainly
focus on the performance of throughput and delay in the
downlink network [11]–[13], but have seldom been conducted
for the uplink network [14]. How to reduce the uplink power
consumption at each user device, while enjoying the benefits
of high data rates brought by the CA technique, is an important
but under-explored research problem challenging the design of
future LTE-Advanced networks.
In this paper, we introduce the joint carrier (JC) and

independent carrier (IC) schemes and propose a new dynamic
carrier aggregation scheme, with the aim of enhancing the
throughput and energy efficiency (EE) performance in multi-
carrier uplink networks. The major contributions of this paper
are three-fold:

• A new energy efficiency metric is proposed for flow-
based multi-carrier networks with elastic traffic. The
normalized energy efficiency (NEE) is derived to improve
the universality of the new EE metric, and is adopted to
evaluate the EE performance of different schemes;

• We propose a novel dynamic carrier aggregation (DCA)
scheme with two different scheduling methods, namely
serving the longest queue (SLQ) and round-robin with
priority (RRP), with the aim of increasing the data rate
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and reducing the uplink power consumption;
• The carrier scheduling schemes are analyzed in terms
of throughput and EE using queuing theory. Closed-form
solutions for the upper and lower performance bounds are
derived, serving as the benchmarks for various schemes.
Backward compatibility and the requirements of the UE
capabilities are analyzed and discussed.

An uplink LTE-Advanced network is simulated for eval-
uating the performance of the proposed scheme. Simulation
results of the throughput and NEE of various schemes and
the analytical solutions are presented and compared. The
proposed DCA scheme can achieve significant improvement
in the EE performance, which is close to the upper bound. We
also calculate the signalling overhead of the proposed DCA
schemes via the simulations.
The rest of this paper is organized as follows. The system

model is described in Section II. A new carrier schedul-
ing scheme is proposed in Section III. In Section IV, the
performance metrics for energy efficiency are discussed for
the flow-based multi-carrier uplink system. In Section V, we
analyzed the theoretical performance of the proposed carrier
scheduling scheme. The results of both theoretical analysis
and simulations are presented in Section VI. Finally, Section
VII draws the conclusion.

II. UPLINK TRANSMISSION SYSTEM MODEL

In an uplink OFDM-based network, there are multiple UEs
communicating with the base station, termed the eNodeB
(eNB) in the LTE-Advanced network, in a time-slotted fash-
ion [5]. The eNB employs L CCs in the same frequency
band with each CC having an identical bandwidth. The CA
technique can support the aggregation of multiple CCs.
A dynamic flow model for elastic traffic is assumed, where

each UE transmits its flows with finite lengths to the eNB [15].
Each arrival flow is transmitted via uplink channels indepen-
dently. The arrival flows to the network follow a Poisson
process with an average arrival rate of λ. The flow size is
exponentially distributed as shown below.

P{F (n) ≤ a} = 1− e−a/F , a ∈ N
+, (1)

where F (n) is the file length of user n, F = E
[
F (n)

]
is the

average flow size, and N
+ is the set of integers larger than 0.

Each CC is comprised ofK resource blocks (RBs). The RBs
of a CC are distributed to multiple UEs by its resource sched-
uler (RS) to transmit the uplink flows of the UEs. Each UE is
Rel-10 compliant which can use multiple CCs simultaneously
with the CA technique. However, transmission through multi-
ple CCs can increase the computational complexity and power
consumption at UE. In terms of computational complexity, a
UE has to process the encoding and modulation for uplink
transmission with more than one single CC. Meanwhile, the
usage of multiple CCs is obviously not energy efficient.
At each time slot, the RS allocates RBs to the given UEs

according to a scheduling strategy. In this paper, the RBs are
equally divided and allocated to the related UEs circularly
through the round-robin (RR) strategy, such that the UEs share
the radio resources of one or multiple aggregated CCs fairly.

We model the uplink channel of each CC with consideration
of uplink power control. We denote P (n)

l as the uplink transmit
power of UE n using a single CC l to communicate with
the eNB. Thus, the power on each RB is P

(n)
l /K ignoring

power allocation for relatively flat fading within each CC.
Then the instantaneous signal-to-interference-plus-noise ratio
(SINR) on RB k at CC l of UE n can be expressed as

γ
(n)
l,k =

α
(n)
l

∣∣∣h(n)
l,k

∣∣∣2 P (n)
l /K

Il,k + δ2
, 1 ≤ l ≤ L, 1 ≤ k ≤ K, (2)

where α
(n)
l represents the path loss attenuation factor of

UE n using CC l, h(n)
l,k denotes the independent complex

fading channel gain on RB k at CC l of UE n, modeled
as h

(n)
l,k ∼ CN (

0, σ2
)
1 with σ2 = E[|h(n)

l,k |2], δ2 is the noise
power of the additive white Gaussian noise (AWGN), and Il,k
is the average power of the received inter-cell interference on
RB k at CC l, modeled as

Il,k = E

[∑
i∈NB

∑
ni

β
(ni)
l

∣∣∣h(ni)
l,k

∣∣∣2 P (ni)
l /K

]

=
∑
i∈NB

∑
ni

∫ ∞

0

σ2

K
P

(ni)
l β

(ni)
l gi

(
β
(ni)
l

)
dβ

(ni)
l , (3)

where i ∈ NB is the index of an eNB in the set of
the neighboring eNBs NB , in which the uplink signal of
its UE ni causes interference with transmit power P

(ni)
l ,

β
(ni)
l represents the path loss attenuation factor from UE

ni to the interfered eNB, and gi(β
(ni)
l ) is the probability

distribution function (PDF) of β(ni)
l , which is related to the

user distribution. We rewrite Il,k as Il since the fast fading
coefficient of each subchannel is estimated at the same level
with the parameter σ2 = E[|h(ni)

l,k |2].
The close-loop power control is adopted for uplink trans-

mission [16]. The target average SINR is expressed as

γ0 = E

[
γ
(n)
l,k

]
=

α
(n)
l σ2

E

[
P

(n)
l

]
(Il + δ2)K

, 1 ≤ l ≤ L. (4)

Thus, the controlled average uplink transmit power of user n
using CC l can be calculated as

P
(n)

l = E

[
P

(n)
l

]
=

(
Il + δ2

)
Kγ0

α
(n)
l σ2

, 1 ≤ l ≤ L. (5)

It is noted that the instantaneous SINR of each UE can not be
guaranteed with the target γ0 by nonideal power control due to
rapid change of radio channels. This nonideality of the close-
loop power control is calculated and presented in Section VI.
Thus, the power control by obtained P

(n)

l can only maintain
an average SINR level γ0 of UE n on CC l [16].
The achievable data rate on RB k at CC l of UE n is

C
(n)
l,k = NscSeff log2

(
1 + γ

(n)
l,k

)
/Ts, (6)

where Nsc is the number of subcarriers in each RB, Seff is
the number of effective OFDM symbols of one LTE-Advanced
frame in the time domain, and Ts is the frame length [5].

1A circularly symmetric complex Gaussian random value x with mean π
and covariance r is denoted by x∼CN (π, r).
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Fig. 1. System models of the JC and IC schemes.

III. CARRIER SCHEDULING SCHEMES

As mentioned in Section I, it is a significant issue to
decrease the transmit power while fully utilizing the multiple
CCs with the CA technique. In this section, we first intro-
duce the framework of CA-based uplink scheduling systems
through describing two carrier scheduling schemes, namely
joint carrier (JC) and independent carrier (IC) [11], followed
by the proposal of a dynamic carrier aggregation (DCA)
scheme which is capable of improving the EE performance.

A. Joint Carrier (JC)

In JC, each UE is served by all the CCs, i.e., the data of
any current flow can be transmitted over all the L CCs. As
illustrated in Fig. 1(a), there is a single resource scheduler
(RS) assigning the RBs of all the L CCs to the flows. Such
a centralized processing mechanism leads to full resource uti-
lization [13], [17]. Therefore, maximum throughput is attain-
able through JC. However, each UE has to maintain connection
with all the CCs simultaneously. Thus, the effectiveness of JC
is largely limited while considering the power budget.

B. Independent Carrier (IC)

In IC, each UE can only use a single CC. When a new flow
arrives at the system, a flow dispatcher immediately assigns
it to a CC, as shown in Fig. 1(b). Then, the data of this flow
can only be transmitted over the assigned CC. There are an
independent RS and a flow queue for each CC.
In IC, each UE incurs minimum power consumption since

only a single CC is used for the transmission of its flow.
However, the traffic on all the CCs is not always balanced,
which may lower the overall transmission capacity of the
whole system. Some CCs may become idle if their queues
are empty, while the other CCs are busy at serving their
own flows. In order to balance the traffic load across the
CCs, the dispatcher needs to sensibly select an allocation
strategy, e.g., random allocation (RA), round-robin (RR), or

joint the shortest queue (JSQ) [17]. With the RA approach,
the dispatcher assigns arrival flows to different CCs with given
probabilities. RR is a fair allocation algorithm, where flows are
assigned to all the CCs circularly. As for the JSQ method, it
takes into account the queue length of each CC, and allocates
an arrival flow to the queue with the least number of flows.

C. Dynamic Carrier Aggregation (DCA)

When the IC scheme is applied, a CC stays idle so long as
all its assigned flows have been served, although there may be
flows assigned to other CCs still being served. On the other
hand, the JC approach offers a higher data rate than its IC
counterpart at the expense of more transmit energy cost. We
propose a DCA scheme which can achieve the same maximum
throughput as JC with much less power consumption.
With a certain dispatching strategy, arrival flows are allo-

cated by a dispatcher to the queue at each CC. The corre-
sponding UE of a flow in the queue of a CC chooses this CC
as its primary component carrier (PCC), with which the UE
transmits signaling information alongside flow data. A UE has
only a single PCC at a time, which remains unchanged during
transmission since activation and deactivation of the PCC are
very time-consuming in the LTE-Advanced systems [5].
With the proposed DCA scheme, each CC first serves the

flows in its own queue when it is not empty. Whenever a
queue of any CC becomes empty, the concerned CC, dubbed
the supplementary component carrier (SCC), is able to help
other CCs using the aggregation technique. In this way, the
total capacity of all the CCs can be fully utilized to serve the
nonempty queues. Furthermore, we propose two CC cooper-
ation approaches with the DCA scheme in the following.
1) Serving the Longest Queue (SLQ): All the SCCs are

aggregated with the PCC with the longest queue. If more
than one PCC has the same longest queue length, the SCCs
are allocated to any one of them randomly. For illustration
purposes, an example of the system with four CCs using the
SLQ method is shown in Fig. 2. The queues of CCs 2 and 3
are empty, i.e., the queue length N2 = N3 = 0, while those
of CCs 1 and 4 are nonempty. Then, CCs 2 and 3 are used
as the SCCs. CC 1 is aggregated with CCs 2 and 3 in the
event that the queue of CC 1 is longer than that of CC 4, i.e.,
N1 > N4. Then, the RBs of CCs 2 and 3 are merged with
that of CC 1, altogether serving the flows in the queue of CC
1.
2) Round-robin with Priority (RRP): The PCCs are first

sorted according to their queue lengths before being aggre-
gated with the SCCs. The SCCs are circularly allocated to the
ordered PCCs with the RR principle. In this way, the PCC with
a longer queue length has a higher priority to be aggregated
with one or more SCCs. However, the PCC with a shorter
queue length also has the opportunity to be aggregated with
SCCs when there are more than one SCC. Unlike the SLQ
scheme in Fig. 2, CC 2 is firstly allocated to CC 1 because
CC 1 has a longer queue length. Next, CC 3 helps CC 4.
In CA-based LTE-Advanced systems, the SCC switch pro-

cedure incurs a signalling overhead by occupying several
frames for SCC setup [16]. Each time a UE accesses to an
aggregated SCC, it spends a certain amount of transmission
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Fig. 2. One example of the serving the longest queue (SLQ) scheme.

bits for the SCC switch and loses corresponding data rate.
The impact of this switch procedure on the performance of
throughput and EE is considered and evaluated in Section VI.

IV. ENERGY EFFICIENCY METRIC

In this section, we present the definition and derivation of
the normalized form of the EE metric for multi-carrier systems
with elastic traffic. Moreover, the method of evaluating the EE
performance of realistic systems is also presented.

A. Analytical EE performance

We first introduce a widely used energy efficiency indicator
for transmission systems [18], bits-per-joule (b/J), defined as

U (R) =
R

P (R)
, (7)

where R is the data rate, and P (R) is the transmit power
required to achieve rate R.
Based on the models described in Section II and the

scheduling schemes in Section III, we further derive the bits-
per-joule in (7) to obtain the analytical EE performance. With
the RR strategy for RB distribution for UEs within each CC,
the queuing model of the CC can be modeled as a processor-
sharing (PS) queue. We first calculate the serving rates of the
CCs. Let C

(n)

l,k = E[C
(n)
l,k ] be the average transmission rate on

RB k at CC l of UE n, i.e.,

C
(n)

l,k =
SeffNsc

Ts

∫ ∞

0

log2

(
1 + γ

(n)
l,k

)
f
(
γ
(n)
l,k

)
dγ

(n)
l,k , (8)

where f(γ
(n)
l,k ) is the PDF of γ(n)

l,k . With the Rayleigh fading

channel, the instantaneous SINR γ
(n)
l,k follows an exponential

distribution. Its PDF is given by

f
(
γ
(n)
l,k

)
=

1

γ0

exp

(
−γ

(n)
l,k

γ0

)
, (9)

where γ0 = E[γ
(n)
l,k ] is the target average SINR. Thus, the

average data rate for UE n on CC l is given by

C
(n)

l =
∑K

k=1
C

(n)

l,k . (10)

As derived by (8)-(10), C
(n)

l is only related to the target
SINR γ0, rewritten as C. Therefore, the average flow serving
rate per CC is identical and can be calculated as

μcc = C/F . (11)

Thus, the total capacity of all the CCs is

μ = Lμcc. (12)

Then, we calculate the mean power consumption at users
using CC l from the system point of view as follows

P l =

∫ ∞

0

P
(n)

l g
(
α
(n)
l

)
dα

(n)
l

=

(
Il + δ2

)
Kγ0

σ2

∫ ∞

0

g
(
α
(n)
l

)
dα

(n)
l

α
(n)
l

, (13)

where g(α(n)
l ) is the PDF of the path loss attenuation factor of

UE n, which is related to the distribution of the UE locations.
Since all UEs can equiprobably using any CCs, their mean
transmit power on every CC can be calculated for estimation
of the average level of power consumption, i.e.,

Pcc =
1

L

∑L

l=1
P l. (14)

Thus, the average bits-per-joule of the UE flows can be
written as

U =
R

LPcc

=
F

D
· μcc

LPccμcc

=
Fμcc

Pcc

(
1

LμccD

)
, (15)

where R is the data rate of the flows, L is the average number
of CCs used during the flows’ transmission, D is the average
transmission time of each flow.
U in (15) can be adopted to evaluate the analytical EE

performance of various carrier scheduling schemes. However,
in various application scenarios, the transmit power is related
to the radio channel quality and system configurations, while
the flow length is determined by the type of mobile service.
In order to improve the universality of U to compare each
scheduling schemes fairly, we derive its normalized form as
follows. We denote the energy efficiency coefficient (EEC) by

Ac =
Fμcc

Pcc
, (16)

and define the normalized energy efficiency (NEE) as

ϕ =
1

LμccD
. (17)

If the flow of each UE monopolizes the L CCs that it uses
without sharing with any other UEs, it can obtain the whole
capacity and throughput of the L CCs, i.e.,

R = F
(
Lμcc

)
.

However, the fact is that there always be multiple UEs sharing
the L CCs, such that no UE can occupy the overall capacity
of the L CCs. As such, we have

R =
F

D
≤ F

(
Lμcc

)⇒ D ≥ 1

Lμcc

.
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Therefore, the following relationships for NEE ϕ and U hold

0 < ϕ ≤ 1,

U = Acϕ ≤ Ac.

Thus, the EEC Ac indicates the maximum bits-per-joule value,
while the NEE ϕ implies the achievable proportion of Ac.

B. NEE Evaluation in Practical Systems

In realistic multi-carrier systems, the actual serving rate μ̂cc

is measurable by computing the average flow leaving interval.
Meanwhile, the average number of connected CCs L̂ of each
flow and the flow delay D̂ can be statistically calculated. Thus,
the NEE measured in a practical system is

ϕ̂ =
1

L̂μ̂ccD̂
. (18)

In Section V, we analyze the theoretical EE performance of
different carrier scheduling schemes according to (17). Then,
in Section VI, the measured NEE in (18) is obtained via
simulation and compared with the analytical result.

V. ANALYSIS OF THEORETICAL TRANSMISSION AND

ENERGY EFFICIENCY PERFORMANCE

A. Joint Carrier (JC)

Considering the arriving and departing processes with the
JC scheme, the PS queueing system is M/G/1 − PS. The
solution of the average transmission time is given in [19], and
proved independent of the departing process. Moreover, the
steady-state probability distribution of the queue length of an
M/G/1−PS system and the average flow delay are consistent
with those of M/M/1 − PS [19]. Thus, the system can be
formulated as anM/M/1 queueing model with an arrival rate
of λ for the JC scheme. The average serving rate is the sum of
the capacity of all the CCs, i.e., μ = Lμcc. Define the traffic
load of the network as ρ = λ/μ. The queueing system keeps
working with a limited overall queue length, i.e., N < ∞,
under the condition of 0 ≤ ρ < 1.
Therefore, the average transmission time and average data

rate can be calculated by

DJC =
1

μ− λ
,

RJC =
F

DJC

= FLμcc(1 − ρ). (19)

In the JC scheme, the average number of the CCs used by
each flow is the maximum, i.e., LJC = L. Thus, the power
consumption is the highest. The bits-per-joule and NEE of the
JC scheme are given by

UJC =
RJC

PccLJC

=
Fμcc

Pcc
(1− ρ) , (20)

ϕJC = 1− ρ. (21)

The NEE of JC is only related to the traffic load ρ in a
linear relationship, and varies in the range of 0 < ϕJC ≤ 1.
The JC scheme can only be used for the Rel-10 UE [3], which
is capable of transmitting data through multiple CCs, and thus
provides no backward compatibility for the Rel-8 UE.

B. Independent Carrier (IC)

The system can be formulated as L parallel PS servers
corresponding to the L CCs. The serving rate of each PS server
is μl = μcc. There is a dispatcher routing flows to the servers
so that the arrival flow rate at server l is λl. Various dispatch
algorithms impact on the system performance differently.
1) Random Allocation (RA): With the RA algorithm, flows

probabilistically independently arrive at CC l with probability
βl ≥ 0, where

∑L
l=1 βl = 1. Then, the arrival process at each

server is still Poisson and its rate is λl = βlλ. Thus, each
serving queue is M/G/1 − PS, consistent with the whole
system with the JC scheme [20]. Specially, when we assume
the same dispatching probability of each CC, i.e., βl = 1/L,
the transmission performance can be derived as follows

DIC−RA =
L

μ− λ
,

RIC−RA =
F

DIC−RA

= Fμcc (1− ρ) . (22)

The average transmission time of flows with IC-RA is L
times of that with JC. However, since the UE with the IC
scheme only uses a single CC to communicate with the eNB,
its power consumption is 1/L of that with JC. Thus, the EE
performance of IC-RA is the same as that of JC, i.e.,

UIC−RA =
RIC−RA

PccLIC

=
Fμcc

Pcc
(1− ρ) , (23)

ϕIC−RA = 1− ρ. (24)

2) Round-robin (RR): The interval of the arrival flows of
each queue is Erlang distributed [20] with the RR algorithm.
Thus, each CC behaves like an EL/G/1 − PS system. Its
analytical performance is attainable only when the serving
process satisfies certain conditions. We use the solution of
the EL/M/1− PS system with the same arrival process and
average serving rate μcc as an approximation. As indicated
in [20], its performance is better than that of the EL/G/1−PS
system, when the serving time of the process G has a larger
variance than that of the Poisson process M , and thus can be
regarded as an upper bound.
The solution of the EL/M/1−PS queueing system can be

obtained according to [21]. As such, the average transmission
time and average data rate are derived as follows

DIC−RR =
L

μ

1

1− η
,

RIC−RR =
F

DIC−RR

= Fμcc (1− η) , (25)

where η denotes the unique root in the unit circle of (28)
below. The PDF of the interval between the arrival flows at
each CC is given by

p (t) =
λ (λt)

L−1

(L− 1)!
e−λt, t ≥ 0. (26)

Applying the Laplace transform to (26) gives rise to

fs (s) =

∫ +∞

0

p (t) e−stdt =

(
λ

λ+ s

)L

. (27)
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According to the method in [21] of solving the average
sojourn time in the G/M/1−PS system, equation (5) in [21]
can be written as

η = fs (μcc − μccη) =

(
λ

λ+ μcc − μccη

)L

(28)

=⇒ λL = η (λ+ μcc − μccη)
L
.

The minimal non-negative solution of (28) is η for (25). Then,
the bits-per-joule value and NEE of the IC-RR system can be
calculated as

UIC−RR =
RIC−RR

PccLIC

=
Fμcc

Pcc
(1− η) , (29)

ϕIC−RR = 1− η. (30)

Similar to that of the IC-RA system, the NEE of IC-RR also
decreases with increase of the traffic load ρ.
3) Joint the Shortest Queue (JSQ): The JSQ method al-

locates a new arriving flow to the serving queue with the
least number of flows backlogged. So, the arrival process
of each queue is not independent [22]. By using a special
single-queue approximation (SQA) method, the performance
of the JSQ queueing system can be analyzed according to [22].
Due to the near insensitivity of M/G/L/JSQ − PS to the
processing time distribution, we use M/M/L/JSQ− PS ≈
M/G/L/JSQ−PS, as an approximation. And with the SQA

method in [22], we haveM/M/L/JSQ−PS
SQA≡ MN/M/1.

The average queue length for various ρ and the numbers
of CCs L, denoted by N IC−JSQ = ς (L, ρ), are given in
the Table 2 in [23]. With the average queue length, the
transmission performance can be derived according to the
Little Theorem as follows

DIC−JSQ =
ς (L, ρ)

λ
,

RIC−JSQ =
F

DIC−JSQ

=
λF

ς (L, ρ)
. (31)

Then, the EE performance of IC-JSQ can be computed as

UIC−JSQ =
RIC−JSQ

PccLIC

=
Fμcc

Pcc

[
ρL

ς (L, ρ)

]
, (32)

ϕIC−JSQ =
ρL

ς (L, ρ)
. (33)

The JSQ dispatching algorithm can balance the flow traffic
on the CCs better than its RA and RR counterparts. This point
is discussed and validated in Section VI.

C. Dynamic Carrier Aggregation (DCA)

The system employing the proposed DCA scheme can be
modeled as a special M/G/L̃ − PS system. Different from
the IC scheme, the number of serving lines L̃ and the capacity
of them vary depending on the carrier aggregation state.
According to the conservation law for time-shared systems
in [20], the DCA system ensures the full utilization of carrier
resources, because no transmission bandwidth of the carriers
is wasted when there are still flows in the queues. Thus, the
average queueing performance of the DCA scheme is the same
as that of the JC scheme and its transmission performance can

be derived as in (19). Moreover, the departing process is also a
Poisson one due to the insensitivity of the PS queueing system,
as well as the fact that DCA can be regarded as a combination
of Poisson processes [24]. Thus, the steady-state probability
of each state of the overall queue length can be solved readily
as follows

P {N} = (1− ρ) ρN , N = 0, 1, 2, ..., (34)

where P {N = 0} is the idle state probability of the system
with no flow in the queue, and P {N} is the state probability
of N flows backlogged in the system [20].
To achieve the same delay and throughput performance, the

less number of SCCs each UE uses, the more transmission
energy is saved for mobile devices. A UE served by only
the PCC has the lowest power consumption in comparison
with a UE served by both its PCC and SCCs. Therefore, the
number of active SCCs plays a critical role in evaluating the
EE performance of various carrier scheduling schemes.
We build an ideally balanced system (IBS) to analyze the

DCA scheme, in which a UE can switch its PCC freely
to reduce the probability of using the aggregated SCCs. To
balance the flow traffic on each queue to the maximum extent,
if there are multiple users’ flows served in a CC queue and
some other CCs’ queues are empty, some of the UEs can
change their PCCs to the idle CCs ignoring the limit in the
real operation process. Therefore, users can never use multiple
carriers unless there are only a few flows, which are less than
the number of CCs. When there are L or more flows being
transmitted, each UE can use only the PCC to communicate
with the aim of reducing energy consumption. However, when
the number of active users is less than that of the CCs, to
guarantee the full utilization of wireless resource, some UEs
can use the SCCs aggregated with their PCCs in accordance
with a certain DCA scheme. Different aggregation methods,
i.e., SLQ and RRP, may result in various SCC aggregation
states.
For ease of analysis, no signalling overhead and delay for

aggregation operation in the IBS are considered. This IBS
is impractical but has the best balance performance, and can
consequently reduce the chance to use the SCCs. So the EE
performance of the IBS is treated as an upper bound of the
DCA scheme with various dispatching algorithms. To evaluate
the backward compatibility and requirements of UE capability,
the probability of using only the PCC and the maximum
number of CCs possibly used by each UE are also calculated.

1) Average Number of CCs Used by Each Flow (L) in the
DCA-IBS: We compute the average number of the CCs used
during the transmission process of each flow in the DCA-IBS
to estimate the energy consumption at the UEs. For any DCA
scheme in the IBS with full utilization, all the CCs with empty
queues are used as the SCCs under SLQ or RRP. Therefore,
the number of the SCCs in each state of the queue length is
determined only by N . Denoting by L∗

DCA−IBS the number
of the SCCs in each queue length state, we have

L∗
DCA−IBS =

{
L−N,

0,
0 < N < L,
L ≤ N.

(35)
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Then the expectation of L∗
DCA−IBS under the busy condition

of the system, i.e., N > 0, is computed as

E
[
L∗
DCA−IBS|N > 0

]
=
∑L−1

N=1
(L−N)P {N |N > 0}

=
L− 1− Lρ+ ρL

1− ρ
. (36)

When the system is busy, the average number of the
backlogged flows is given by

E [N |N > 0] =
1

1− ρ
. (37)

Then, the average number of the SCCs used by each flow in
the DCA-IBS can be calculated as

L
∗
DCA−IBS =

E
[
L∗
DCA−IBS|N > 0

]
E [N |N > 0]

(38)

= L− 1− Lρ+ ρL.

Besides the SCCs, every UE has one single PCC. Therefore,
L for the DCA-IBS is

LDCA−IBS = L
∗
DCA−IBS + 1 = L (1− ρ) + ρL. (39)

2) NEE of the DCA-IBS: The DCA scheme has the same
transmission performance as JC in (19). Thus, the EE perfor-
mance of the DCA-IBS is given as follows according to (15),

UDCA−IBS =
RDCA

PccLDCA−IBS

(40)

=
Fμcc

Pcc

[
1 +

ρL

L (1− ρ)

]−1

,

ϕDCA−IBS =

[
1 +

ρL

L (1− ρ)

]−1

. (41)

The NEE is an increasing function of L and a decreasing
one of ρ. Specially, if there is only a single CC in the system,
i.e., L = 1, then ϕDCA−IBS = 1− ρ. This is consistent with
the NEE of JC, since all the CCs are aggregated and can be
regarded as one with the JC scheme.
3) Probability of Using Only the PCC in the IBS: The LTE

Rel-8 UE can use only one single CC at a time. Therefore,
the probability of using only the PCC is a useful parameter
to assess the backward compatibility for the Rel-8 UEs in the
IBS. Let N◦ be the number of UEs using only the PCC in
each state of the queue length. The probability of using only
the PCC without any SCCs is denoted by P {L∗ = 0}.
Firstly, we calculate the probability for the SLQ-IBS.

N◦
SLQ−IBS in each queue length state N is given by

N◦
SLQ−IBS =

{
N − 1,
N,

1 ≤ N < L,
L ≤ N.

(42)

Then the expectation of N◦
SLQ−IBS when the system is

busy is derived according to (34),

E
[
N◦

SLQ−IBS |N > 0
]
=

ρ+ ρL−1 − ρL

1− ρ
.

So, the probability of UEs using only the PCC is

P
{
L∗
SLQ−IBS = 0

}
=

E
[
N◦

SLQ−IBS|N > 0
]

E [N |N > 0]

= ρ+ ρL−1 − ρL. (43)

The analysis of P
{
L∗
RRP−IBS = 0

}
in the RRP-IBS de-

pends on whether L is even or odd. When L is even,

N◦
RRP−IBS =

⎧⎨
⎩

0,
2N − L,

N,

1 ≤ N ≤ L
2 ,

L
2 < N < L,
L ≤ N.

(44)

When there are flows in the system, the mean value of (44) is

E
[
N◦

RRP−IBS |N > 0
]
=

2ρL/2 − ρL

1− ρ
.

Thus, the probability of the UEs using only the PCC in the
RRP-IBS, when L is an even number, can be derived as

P
{
L∗
RRP−IBS = 0

}
=

E
[
N◦

RRP−IBS |N > 0
]

E [N |N > 0]

= 2ρL/2 − ρL. (45)

Similarly, if L is odd, we arrive at the following

N◦
RRP−IBS =

⎧⎨
⎩

0,
2N − L,

N,

1 ≤ N ≤ L−1
2 ,

L−1
2 < N < L,
L ≤ N.

(46)

When there are flows in the system, the mean value of (46) is

E
[
N◦

RRP−IBS |N > 0
]
=

ρ(L−1)/2 + ρ(L+1)/2 − ρL

1− ρ
.

Thus, the probability of the UEs using only the PCC in the
RRP-IBS, when L is odd, can be derived as

P
{
L∗
RRP−IBS = 0

}
=

E
[
N◦

RRP−IBS |N > 0
]

E [N |N > 0]

= ρ(L−1)/2 + ρ(L+1)/2 − ρL. (47)

Specially, when L is 1, 2 or 3, i.e., there are 1, 2 or 3 CCs
in the uplink system, the SLQ and RRP schemes result in the
same scheduling method. When L = 1, we have

P
{
L∗
SLQ−IBS = 0

}
L=1

= P
{
L∗
RRP−IBS = 0

}
L=1

= 1.

All the UEs always use a single PCC, since there is only one
CC available in the system. When L = 2 and 3, we have

P
{
L∗
SLQ−IBS = 0

}
L=2

= P
{
L∗
RRP−IBS = 0

}
L=2

= 2ρ− ρ2,

P
{
L∗
SLQ−IBS = 0

}
L=3

= P
{
L∗
RRP−IBS = 0

}
L=3

= ρ+ ρ2 − ρ3.

The above results confirm the consistency of SLQ and RRP
when L = 1, 2 and 3.
When there exist more than 3 CCs, it is easy to derive the

relationship as follows,

P
{
L∗
SLQ−IBS = 0

}
L>3

≥ P
{
L∗
RRP−IBS = 0

}
L>3

.

This means that SLQ always has a higher P {L∗ = 0} than
RRP when L > 3. Therefore, SLQ has better backward
compatibility than RRP for the LTE Rel-8 UEs.
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TABLE I
SIMULATION PARAMETERS

Parameter Value
Inter-cell distance (ISD) 500 m
Number of CCs (L) 2, 4
Carrier frequency (fl) 2 GHz

Number of RBs per CC (K) 25
Bandwidth per CC 5 MHz

Effective symbols per frame (Seff ) 10
Number of sub-carriers per RB (Nsc) 12

Frame length (Ts) 1 ms
SCC switch procedure 10 frames

Target average SINR (γ0) 0 dB
Channel model UMa

Thermal noise spectral density -174 dBm/Hz
Fast fading coefficient (σ2) 1.0
Average flow size (F ) 1.0 Mb

4) Maximum Number of the CCs Used by Each UE: Due
to the limitation of transmit power and processing capacity of
UEs for multi-carrier communications, the maximum number
of the CCs required by the DCA scheme is expected to be
less. Decreasing the maximum power consumption at a UE
can ensure that it works within its capability. Therefore, we
give the discussion about the maximum number of the CCs
used by each UE with SLQ and RRP as follows.
We ignore the condition of N = 1 because both SLQ and

RRP allocate L− 1 SCCs aggregated with the only one PCC
that the UE uses in the IBS when N = 1. When there are
more than one flow, i.e., N > 1, the range of the SCC number
aggregated for each UE, i.e., L∗, varies with different DCA
principles. For the SLQ method, L∗

SLQ ∈ {0, 1, . . . , L− 2}.
As for RRP, L∗

RRP ∈ {0, 1, . . . , 
L/2� − 1}. Thus, whenN >
1, the maximum number of the CCs used by each UE for SLQ
is L− 1, while for RRP it is 
L/2�, which may be less.
From the above discussions, the features of SLQ and RRP

can be summarized as follows: With SLQ, UEs have higher
probabilities to only use the PCC to communicate. But it may
lead to higher maximum power consumption. With RRP, UEs
can hardly use only the PCC but have to aggregate the SCCs.
However, the requirement of the maximum capability of the
device is lower, especially when more CCs are available.

VI. SIMULATION AND NUMERICAL RESULTS

In this section, the performance of various carrier schedul-
ing schemes in the LTE-Advanced system is obtained through
simulations with the parameters listed in Table I. The urban
macro (UMa) wireless environment is used as the channel
model [5]. The path loss attenuation factor is modeled as

α
(n)
l = −

[
128.1−fl + 37.6 log10

(
d(n)

)]
(in dB),

where d(n) is the distance between user n and the eNB in km,
and fl is the carrier frequency.
We first calculate the analytical transmission capacity per

CC according to (11), which is μcc = 2.5811 s−1. Then, we
set the arrival rate λ according to the total capacity of the
uplink network, i.e., μ = Lμcc, to maintain the traffic load of
0 < ρ < 1. The average transmit power per CC of each UE
with uplink power control is analyzed to be Pcc = 15.06 dBm.
The simulation results of the cumulative distribution function
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Fig. 3. CDF of the SINR with nonideal uplink power control.
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Fig. 4. Analytical and simulation results of the average data rates in the
systems with 2 and 4 CCs using the JC scheme.

(CDF) of the SINR is presented in Fig. 3. It can be found
that the fast fading causes nonideality of the power control,
leading to a wider distribution of the SINR.
Both the analytical and simulation results are shown and

discussed in the following.

A. Average Data Rate

Fig. 4 plots the analytical and simulation results of the
average data rate with 2 or 4 CCs under the JC scheme. The
simulations obtain the same results as the analytical solutions
in (19). The data rate decreases linearly as traffic load ρ
increases. R of the JC system with 4 CCs is 2 times of that
with 2 CCs because that more CCs are aggregated with the
JC scheme, resulting in higher transmission capacity μ.
Numerical results of the average data rate in the IC scheme

with various dispatching algorithms are compared in Fig. 5.
The obtained R of IC-RA is only related to the traffic load ρ
as analyzed in (22). Since RA does not help with balancing
the traffic on each CC, it can hardly increase the transmission
capacity. Therefore, R of IC-RA can be regarded as a lower
bound. The RR and JSQ algorithms obtain higher throughput,
especially when there are more CCs available in the network.
The analytical upper bound of RR according to (25) is close to
the practical results. As analyzed in Section V, JSQ acquires
the best R among the three dispatching algorithms.
Fig. 6 plots the average data rates of the DCA scheme,

using the SLQ and RRP methods. Both SLQ and RRP obtain
the same R as the JC scheme, confirming the full utilization
of the carrier resources as explained in Section V. Similar to
JC, the UEs in the system with 4 CCs also enjoys higher data
rates than its 2-CC counterpart with the DCA scheme.

B. Normalized Energy Efficiency

The EE performance of the carrier scheduling schemes are
shown in Fig. 7. For all the schemes, the NEE decreases when
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Fig. 5. Analytical and simulation results of the average data rates using the
IC scheme with various dispatching algorithms.
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the traffic load becomes higher. The IC-RA scheme has the
lowest R, while JC incurs the highest power consumption.
Thus, they obtain the same worst NEE irrespective of L,
which can be regarded as the lower NEE bound. The NEE
results of IC-RR and IC-JSQ are better than that of IC-RA,
attributed to their balancing effect on the traffic of the CCs that
consequently enhances the data rate. The DCA-IBS obtains
the best NEE due to its full utilization of radio resources
and the ideally balancing mechanism, which can be used as
a theoretical upper NEE bound. The SLQ and RRP schemes
obtain the same NEE while using the identical dispatching
algorithm, outperforming IC and JC. The JSQ method achieves
the best balancing effect. It consequently improves the data
rate for IC and decreases the energy consumption for SLQ
and RRP. When more CCs are available in the uplink system,
the NEE of the DCA scheme increases as our analysis.
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Fig. 7. Analytical NEE values of the DCA-IBS and simulation results of
NEE with various schemes and dispatching algorithms.

C. Backward Compatibility and Signalling Overhead

Fig. 8 presents the probability of each UE using only the
PCC. With a heavy traffic load, every CC is busy at serving
its own flows, and thus nearly no idle CC can be used
as the SCC. Therefore, P {L∗ = 0} is higher with increase
of ρ. The IBS acquires the highest P {L∗ = 0}, since the
ideally balancing mechanism can reduce the chance of carrier
aggregation. As analyzed in (43), (45) and (47), SLQ achieves
higher P {L∗ = 0} than RRP, resulting in better backward
compatibility. Specially, in the 2-CC system, their behaviors
are the same. The JSQ algorithm helps UEs to obtain more
chances to use only the PCC for communications.

Fig. 9 presents the simulation results of the signalling
overhead required by the SCC switch procedure when ρ = 0.5.
The SCC switch frequency in the 4-CC system is higher than
in the 2-CC one, since more CCs may be selected as SCCs
during their idle periods. SLQ and RRP are the identical DAC
scheme for the 2-CC system as mentioned in Section V, so
their results are same. The overhead for the SCC switch with
SLQ is much higher than RRP in the 4-CC system. The reason
is that all the available SCCs are aggregated and switched
together by the SLQ scheme, leading to much more overhead.
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Fig. 8. Analytical values in the IBS and simulation results of the probability
of each UE using a single CC with the SLQ and RRP schemes.
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Fig. 9. Comparison of simulation results of the SCC switch overhead of
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VII. CONCLUSION

In this paper, a dynamic carrier aggregation scheme is
proposed to improve the energy efficiency in uplink networks.
The JC and IC schemes are introduced as the baseline ap-
proaches with poor EE performance. A new EE metric based
on bits-per-joule is derived for elastic traffic. The NEE is
then proposed for the purpose of universality. Each scheme
is analyzed using queuing theory in terms of the data rate
and EE. An IBS is built to analyze the upper bound of the
performance for the proposed DCA scheme.
Simulation and numerical results suggest that the proposed

DCA scheme can efficiently reduce power consumption, while
fully utilizing carrier resources to achieve high data rate.
Moreover, SLQ has better backward compatibility, and RRP
decreases the requirement of the maximum transmit power at
UEs and signaling overhead for the SCC switch. In addition,
three dispatching algorithms are compared. With more balance
capacity of JSQ, the EE of the DCA scheme can be enhanced
and even close to that of the IBS. The further analysis and
evaluation of the DCA scheme can be extended to the CA-
based systems with non-contiguous and heterogenous CCs,
which may lead to various transmission capacities of each
CC.
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[10] O. Onireti, F. Héliot, and M. A. Imran, “On the energy efficiency-
spectral efficiency trade-off in the uplink of CoMP system,” IEEE Trans.
Wireless Commun., vol.11, no. 2, pp. 556-561, Feb. 2012.

[11] L. Lei, and K. Zheng, “Performance evaluation of carrier aggregation
for elastic traffic in LTE-Advanced systems,” IEICE Trans. Commun.,
vol. E92-B, no. 11, pp. 3516-3519, Nov. 2009.

[12] Y. Wang, K. I. Pedersen, T. B. Sorensen and P. E. Mogensen, “Carrier
load balancing and packet scheduling for multi-carrier systems,” IEEE
Trans. Wireless Commun., vol. 9, no. 5, pp. 1780-1789, May. 2010.

[13] L. Zhang, K. Zheng, W. Wang, and L. Huang, “Performance analysis on
carrier scheduling schemes in the long-term evolution-advanced system
with carrier aggregation,” IET Commun., vol. 5, no. 5, pp. 612-619, Mar.
2011.

[14] G. Berardinelli, T. B. Sorensen, P. Mogensen, and K. Pajukoski,
“Transmission over multiple component carriers in LTE-A uplink,” IEEE
Wireless Commun., vol. 18, no. 4, pp. 67-73, Aug. 2011.

[15] L. Lei, C. Lin, J. Cai, and X. Shen, “Flow-level performance of
opportunistic OFDM-TDMA and OFDMA networks,” IEEE Trans.
Wireless Commun., vol. 7, no. 12, pp. 5461-5472, Dec. 2008.

[16] 3GPP TS 36.213 V10.5.0, “E-UTRA Physical layer procedures,” Mar.
2012. Online: http://www.3gpp.org

[17] L. Zhang, F. Liu, L. Huang, et al, “Traffic load balance methods in
the LTE-Advanced system with carrier aggregation,” in Proc. IEEE Int.
Conf. on Communications, Circuits and Systems, 2010, pp. 63-67.

[18] V. Rodoplu, and T. H. Meng, “Bits-per-Joule capacity of energy-limited
wireless networks,” IEEE Trans. Wireless Commun., vol. 6, no. 3, pp.
857-865, Mar. 2007.

[19] V. Ramaswami, “The sojourn time distribution in the M/G/1 queue with
processor sharing,” J. Appl. Prob. vol. 21, no. 2, pp. 360-378, 1984.

[20] L. Kleinrock, Queueing Systems, vol. 2, John Wiley & Sons, 1976.
[21] V. Ramaswami, “The sojourn time in the GI/M/1 queue with processor

sharing,” J. Appl. Prob. vol. 21, no. 2, pp. 437-442, Jun. 1984.
[22] V. Gupta, M. H. Balter, K. Sigman, and W. Whitt, “Analysis of joint-

shortest queue routing for web server farms,” Performance Evaluation,
vol. 64, no. 9-12, pp. 1062-1081, Oct. 2007.

[23] V. Gupta, M. H. Balter, K. Sigman, and W. Whitt, “Simulation results
for JSQ server farms with processor sharing servers,” Performance
Evaluation, vol. 64, no. 9-12, pp. 1062-1081, Oct. 2007.

[24] M. Sakata, S. Noguchi, and J. Oizumi, “An analysis of the M/G/1 queue
under round robin scheduling,” Operations Research, vol. 19, no. 2, pp.
371-185, Mar. 1971.

Fei Liu received his B.Eng. degree from the School
of Information and Communication Engineering,
Beijing University or Posts and Telecommunications
(BUPT), China, in 2010. He is currently a candidate
for M.S. in the Key Lab of Universal Wireless
Communications, Ministry of Education, BUPT. His
research interests include performance analysis of
wireless networks, resource allocation and schedul-
ing algorithms.

This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.



LIU et al.: DESIGN AND PERFORMANCE ANALYSIS OF AN ENERGY-EFFICIENT UPLINK CARRIER AGGREGATION SCHEME 11

Kan Zheng received the B.S., M.S. and Ph.D
degrees from Beijing University of Posts and Tele-
communications (BUPT), China, in 1996, 2000 and
2005, respectively, where he is currently an As-
sociate Professor. He worked as a researcher in
companies including Siemens, Orange Labs R&D
(Beijing), China. His current research interests lie in
the field of wireless communications, with an em-
phasis on heterogeneous networks and M2M/V2V
networks.

Wei Xiang received the B.Eng. and M.Eng. degrees,
both in electronic engineering, from the University
of Electronic Science and Technology of China in
1997 and 2000, respectively, and the Ph.D. degree in
telecommunications engineering from the University
of South Australia in 2004. He currently holds a
faculty post of Associate Professor in the Faculty of
Engineering and Surveying, University of Southern
Queensland, Toowoomba, Australia. His research in-
terests are in the broad area of communications and
information theory, particularly coding and signal

processing for multimedia communications systems.

Hui Zhao received her M.S degree in 2003 from
Tianjin University and Ph.D. degree in 2006 from
Beijing University of Posts and Telecommunications
(BUPT). Since 2006 she has been with the WSPN
lab, and now is an associate professor in BUPT,
China. She has published more than 20 papers as
well as patent applications, and has taken part in
a large number of research projects. Her research
interests include interference alignment, massive an-
tenna and green communication technologies.

This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket true
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize false
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage false
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Remove
  /UsePrologue false
  /ColorSettingsFile (None)
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Average
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Average
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Average
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Cadmus MediaWorks settings for Acrobat Distiller 8)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice




